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Résumé

Cross-diffusion has been widely considered either in the mechanical description of
diffusion or in the stochastic point process description of interacting populations, in
the mathematical modelling of spatially structured epidemic or ecological systems and
for the geographical diffusion of innovation. In this paper, specific attention is devoted
to blowing-up solutions of some systems which may reflect either failures in the mo-
delling or genuine phenomena like aggregation of populations. Furthemore, necessary
conditions for local and global existence of solutions to the considered systems are
presented.
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1 Introduction

The role of spatial heterogeneities and dispersal for chemical reacting species or biological
interacting populations in the linear or nonlinear regime has been the subject of a sizeable
literature (see e.g. the authorative books of Aris [1] and Cussler [10]).

In particular cross-diffusion in modelling interactions among different species has attrac-
ted special attentions. Apart the above quoted books, one can cite [16, 18, 32, 33, 34] in
physical-chemistry, [7, 23] in epidemics, [19, 29] in ecology and population dynamics, [21]
in biology and very recently [8] in economics.

The recent papers [20, 23, 30, 31] on reaction-diffusion systems with "non diagonal” diffu-
sion matrices are devoted to global existence and large time behaviour.



In this article we consider the system

uy(z, 1) = A ([ul""'u) + oA (Jo|" ) + f(x,1) [0]P + wi(z, 1)

vz, t) = A (jv]'7'v) + g(z,t) [u|? 4 wa(z, t)

for (z,t) € RY x R*, subject to the initial distributions (u(z,0),v(z,0)) = (ue(x), vo(z)),
xz € RY, the constant oz may be positive or negative, f and g are given nonnegative func-
tions, the functions w,; and w, may represent some ”noises”. The cross-term aA (|v|™ 'v)
gives a measure of the flux of one component engendered by the concentration gradient of
the second component.
Before announcing our main results, let us dwell for a while on the modelling part [12].
Consider, for example, two substances (species, chemicals, etc.) that are activating or inhi-
bating each other according to some law of reaction and diffusing in a spatial domain by
Fick’s law but the diffusion of one of the substances is influenced also by the other one and
vice versa. The density of the two substances at time ¢ and place = are denoted by u(z,t)
and v(x, t) respectively.
On one hand, the substance u flows from places where its density is high towards places
where the density is low. On the other hand, v has an attracting or repelling effect on u, so
that « flows towards high, resp. low density places of v. In this situation the flow vector of
u 1S given by

Jy = —di1(u, v)Vu — dig(u,v) Vo,

where dy1(u,v) > 0 and di2(u, v) < 0, resp. > 0 according as v attracts, resp repels u.
Similarly, the flow of v is given by

Jy = —da1 (u, v)Vu — dog(u, v) Vo,

where dgo(u,v) > 0 and do (u,v) < 0, resp. > 0 according as wu attracts, resp repels v.
Then we obtain the reaction-diffusion system

0
8_1: = V. (di(u,v)Vu+ dia(u,v)Vo) + U(u,v)
5 1)
8—1; = V. (dar (1, 0)Vuu+ doa(u, v) V) + V (1, v)
where U (u,v) and V' (u, v) are the reaction terms. In the particular case :
d11 = nu”_l, d22 = l’l)l_l, d12 = d21 = 0, U=vwandV = ’U,q,
we obtain the system
du - _ A (u™) + P
ot
5 )
v
= = A q
En (v ) +u

Note that the system (2) describes the processes of diffusion of heat and burning in two-
component continuous media with nonlinear conductivity and volume energy release. The
functions v and v can thus be treated as temperatures of interacting components of a com-
bustible mixture [15].



When the cross-diffusion d;o(u, v) obeys to a similar law as dy; and dsy, say
m—1

dio(u,v) = mv™ 7,

we obtain the system

?9—1; = A@")+A@")+P

5 (3)
v

a = A (’Ul) =+ u?

which concerns the present paper. With an aim of giving more general results, we consider
the case where the reaction terms also depend on ¢ and x.

Section 2 is motivated by the paper [5] in which Baras and Kersner showed that the problem
ur = Au+ h(z)u?, u(x,0) = ue(z) >0,
has no nonnegative local weak solution if the initial data satisfies

lim )" 'h(z) = 400,
|z|—=+o0

and any possible nonnegative local weak solution blows up at a finite time if

lim uf"h(z)|z> = +o0.
|z|—>+o0

We show similar results for a degenerated nonlinear parabolic system with triangular diffu-
sion matrix.

Section 3 deals with Fujita’s type results. Its aim is not only to generalize the results in
[9] to triangular diffusion matrix systems but also to weaken the assumptions on the data.
Indeed, we require nonnegative integrability of the initial data and of the nonhomogeneous
forcing terms while [9] requires their positivity.

2 Necessary conditions for local and global solvability

Consider the system

(up(z,t) = A (Jul* ) £ A (o 0) + f(2,8) |[o]P +wi(z,8) 0 Qr = RN x]0,T]
(@, 1) = A (Ju]=10) + g(x, 1) |ul? + wy(z, 1) in Qr
o u(z,0) = ug(z) in RV
| v(z,0) = vo(x) in RV

wherep > 1, ¢ > 1, m>1, n>1landl > 1,0 < T < +oo, with the following
hypotheses on the data :



(H) (f,9) € IX(Qr) X LL (Qr), f > 0and g > 0,where (p', ¢') = (p/(p—1),¢/(g—1));

(H2) w; € L'(Qr) and widedt>0,1=1, 2;
Qr

(H3) (ug,v0) € LY(RY) x L}(RN), With/ ug dz > 0 and vodz > 0.

RN RN
In the sequel, if 7" = +o0, the domain Q7 will be denoted by Q.

Definition 1. A pair of functions (u, v) is called a weak solution of (P) in Qr if
Du,v :Qr — R
(") (U’U) € quOC(QT) X Lfoc(QT)

(iii) for any ¢ € D(RY x [0, T]) which vanishesatt = T if T < +o0 or forany ¢ € D(Q)
if T = 400, one has

/ (u<pt + (\u\"‘lu + |U|m_1v) Ap+ (flv]P + wl)go) dzdt —i—/ uo(z)p(z,0)dz =0
Qr RN
4)

and
/ (vgpt + v v Ap + glul% + wggp) dxdt + / vo(z)p(z,0)dz = 0. (5)
QT RN

We attempt to get insight into the relationship between local and global solvability of (P)
on one hand, and the behaviour at infinity of the data f, g, w1, ws, ug and vy on the other.
In this section we will confine ourselves to the following case : f(z,t) = t*F(z), g(z,t) =
PG (x), wi(z,t) = " Wi(z) and wsy(x,t) = t72Ws(z), where F and G are positive and
continuous functions, uy and vy are nonnegative and integrable functions. We add the fol-
lowing assumption

(H4) p > max{l,m,l + a,m + a}, ¢ > max{n,n + B}, and min{m, n,(} > 1.

2.1 Necessary conditions for local solvability

Before stating our first result, we need to assume that, for R sufficiently large, the estimates

L|<2R G(x)fg%n dx =o (qu_q") ) (6)

A|<2RF(az)ﬁ dx =o (RPszl) , (7
and

/|x|§2R F(x)_ﬁ dx =o (Rpi—pm) (8)
hold.



Theorem 1. If the problem (P) has a nonnegative local solution defined in Qr, T < +o0,
then the following estimates

lim inf u (@) F(2) < % lim inf vy () F(z) < % ©)
and K, K
|lmi|rg inf Wi(2)F(2) < mrmss Eﬂ inf Ws(2)F(2) < 775 (10)
hold, where

FP'Ip(z) GT/4(z)
Fr'/r(x )+GQ/Q(3;)

T° = min < PR )

and the constants K, K, K3 are specified in the proof.

F(z) =

Démonstration. Let (u,v) be a nonnegative weak solution of (P) in Q. For any ¢ €
D([0,T] x RN) with ¢ > 0, ¢(.,T) = 0, one has

/ (upe + (U™ £0™) Ap + foPo + wip) dedt +/ uo(z)p(z,0)dx = 0,
Qr

RN

/ (vor + V' Ap + gulep + wop) ddt + / vo(z)p(z,0)dx = 0.
Qr

RN

Then

/RN UOSO(O)-F/QT fvpgo+/QT wrp < /QT (uloy| + (u™ + ™) (=Ap) L),

[ e+ [ gugs [ wp< [ lod+o-a0)2),
RN Qr Qr Qr
where ¢(0) = ¢(.,0) and (—Ap); = max(0, —Agp). Furthermore, Young’s inequality

gives
1 - —_ —
/ ulpy| < 5/ uq(g¢)+cl/ 0| /@) (g o)1/ (@D,
T T T

/Tu”(—AsO)+ < %/Tuq (g¢) + cZ/T(—Agp)?/(q—m (g)~ /@
Hence
[ ue@+ [ oot < [ (vlad+ (@ +07) (<A0).) + Alp,0.T),
RN - ’

where
A((‘O,g,T) = Cle(QO, gaT) + CQXQ(SOa gaT)a



with

Xile9,T) = / 2|74 (g ) 7H 07D,

T

Xo(p,9,T) = / (—Ap) Y@ (g )@,

T

Similarly, Young’s inequality allows us to obtain

/Q (Ol + (o +07) (=89),) < | oo+ Bio, )

where
B((Pa faT) = C3X3(90af7T) + C4X4(90af7T) + C5X5(90afaT)a
with

Xs(p, [, T) = / P/ ( f )1/ @D
Qr

Xi(o, /,T) = / (—Ag)?/TD (f )V,

T

Xs(p, f,T) = /Q (—Agp)ﬁ/(p*m) (f ) ™/@-m),

Finally, we have

5
/ uop(0) "‘/ wip < Zci Xi. (11)
RY T i=1

Following the same idea, we show that there are positive constants d;, : = 1,..5, so that
5
/ o (0) +/ wap < Zdi Xi. (12)
RN Qr i=1
At this stage, the test function ¢ is chosen as follows
t\1°. sz
~[()] ().
where
)®eDRY),0< P <1,supp(P) C {1l <|z] <2}and —AP < &,
i)ne D(RT),0<n<1,and
1if r <1/2,
n(r) =
0if r>1,
iii) s = max(p', ¢') and R > 0.

The choice of this test function is inspired by the paper of P. Baras and R. Kersner [5]. It
allows us to obtain interesting estimations connecting the initial data and the reaction terms.

7



Consequently, the integrals X;, i = 1, ..5, are convergent, more precisely
s7|n'llg, T

- Td 1— B
qg—1

(q—1)s?||||% , st T _d
= T a1 P (=) G(x) ¢ dr,
(1) L2 (7) 6@

- d (%) G(x)_%’ dx

Xy

and similarly

X

IN

qg—n a=(B+n) _ 2q / x _1
——— T an R an o =) G(x) e dx,
(—B+n 2 (7) @

— 1) s |n1P a
(=) "7l -2t [ 4 (3) F(z)™% dz,
p—(a+1) RN

R
p—1 p=(a+l) _ 2p T —_L
X — T 1T R »1 (=) F 1
YT op—(at) /RN <R) s

X3

IN

IN

p—m p=(atm) __ 2p T 1
Xy < ———T »m p—m d (—) F p=m (.
> = p—(a+m) R /RN R () o

Let

—1)s?||n'||d — 1) sP||n'|P
o = (o DT 00 )

, C
g—(B+1) 7 p—(a+1)
In view of (11) and the above estimates we see that

T

x
/]RN ug(z)® (E> < K, o G(z,T)® (R) + Xo+ Xy + X5, (13)
and

&2 /N Wi@)e (3) < K

x
- Gz 1) (5) + Xo+ Xut X5, (19)

1 -+ Y1 RN
where
_p ot _d B+l
G(z,T)=F(z) »T » 1 +G(z) «T ¢
Hence,

X

. ’U,()(SC) €T
{|$é|2fR g(x,T)} RN G(z, T)® (E) = RN G(z, T)® (R) X+ X+ X

Finally, using the estimates (6)-(8), we have

Uo(2) <C

li inf
Rstoo |zl|I;R G(z,T)

or
K

atl w) )

lim inf ug(z) F(z) <
7| =00 min <TP*1, Ta1

(15)

The second estimate in (9) and the estimates in (10) are obtained in the same manner by
setting Ko = (1 + 71) K1 21 and K3 = (1 + ) K 2172, This completes the proof. [
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Consequences :
The previous theorem asserts that if max{a, 8} < —1 and ‘h‘m inf uy(z)F(z) # 0 then (P)
T|—+00

has no nonnegative local solution, as it can be seen from (15) by letting T — 0. Further-
more, if (P) has a nonnegative global solution then, by letting 7" — +oo, we have
i) min{e, 5} > -1 = liminfuy(z)F(z) = liminfuy(z)F(z) =0,

|z|—>+o00 |z|—>+oc

i) min{a, B,71,7%2} > -1 = liminf Wy(z)F(z) = liminf Wy(x)F(x) =0.

|z|—+o0 |z| =400

In the limit case min{c, 8} = —1, if liminf ug(x)F(z) > K, then there is no nonnegative

|z| =00

global solution.

2.2 Necessary conditions for global solvability

Before stating the main results of this subsection, we need to introduce some notations and

hypotheses. Let
. [a+1 g+1
a=mmny——-—,——
p—1qg—1
and .
p q 1 1 1
H=min{F» ,G¢,Fr1 Form Grn}.
We assume the following hypothesis
(H5) min{«, 5} > —1.

Theorem 2. If the problem (P) has a nonnegative global solution, then there exists 8 > 0
for which the following limits

liminf ug(z) H(x)|z|*?, lim inf vy (x)H (x)|z|*? (16)

|z| =00 |z| =400
are bounded. The real number @ is specified in the proof.

Démonstration. The inequality (13) implies that there is a positive constant C such that

/RN uo(2)® (%) SCHRT) | Htgﬁ)@ (%) (17)

Ter T2 T 1]

where

/H(R’T):R&+R,32+R53+T044+T045’
p—(a+1 2
o = Q, Blz—p,
p—1 p—1
—(a+m 2
Qy = b ( )a BQZ P )
p—m p—m
g—(p+n 2
a3 = L, ﬁ?;:—qa
q—n q—n
14« _1+p
Qy = p_17 a5_q_1



Note that under the hypotheses (H4)-(H5), the parameters «; and j3; are positive. Now, we
have to minimize the function A with respect to 7. For this, one has

oH 1
9 (R, T) = ~L(R,T
O (R.T) = ZL(R,T)
where Ta T T
1 Q2 a3 a o
,C(R, T) = alﬁ + agﬁ + agRﬁS — Tﬂi — Ta55 . (18)
Then oy

Moreover, it is clear that the function L is strictly increasing inT" > 0 and

lim L(R,T) =—o00 and lim L(R,T) = +oo,

T—0t+ T—+o0

which imply that for any R > 0 there is a unique 7, (R) > 0 such that L(R,T,(R)) = 0.
The implicit function theorem asserts that the function 7', is smooth in R and

dT*( )__8£/8R
drR>7  oL/oT

(R, T.(R)) > 0.

Hence T, is strictly increasing in R and we easily see that

lim T,(R) = +oc.

Finally,
O*H 1 1 oL
1 oL
= T BT >0

implies that for any fixed R > 0, the function H has a unique minimum at (R, T.(R)).
Now, we have to determine the asymptotic behaviour of T, (R) as R tends to +oco. Recall
that « = min(au, a5) and that the pair (R, 7..(R)) verifies the identity

mw, Te®  TER) o o
RA: > Rp: S RPs TX(R) ' T*(R)

aq

Then, there is ¢ > 0 such that

in Lo TER) | Te(R) TR
Eﬁ&{m_7¥7_+”_7ﬁ7_+%_7ﬁ7_ =

Setting k; = B;/(a + ), i € {1,2,3}, 0 = min{k;; 7 € {1,2,3}} and © = {i €
{1,2,3}; k; =0}, we have

S (T (M) n, g

=1 1€0

10



Since the functions
Ty(R)

RB:i
are bounded uniformly with respect to R, we conclude that

R —

i€{1,2,3},

T* ata;
lim Q; ( (f)) =¢ and lim ¢(R,T)=0.
R—+o00 ico R R—+o00

Let the function
P(X) =) a; X0,
1€0
Itis clear that P is strictly increasing and P(0) = 0. Hence
T.(R)

. T*(R) o . —1 _ -1
R1—1>r-lr-loo RY _REI-II-IOOP OP( RY >_P (£)>0’

because P! is continuous, and consequently
T.(R) ~ P7Y(¢) R’ for R large enough.

Finally, using (17), there is a constant K > 0 such that, for R large enough,

/R w0 (L) < o N Htx)q)(%)_ 20)

Using the fact that supp(®) C {z € RY, 1 < |z| < 2}, we conclude, for R large enough,

that
—af K |;];‘a‘0|,’1:|_a‘0 xT
of H ad |£E| P z < ®(5
it i Bl [ Ere (3) < o [, e (3)

at Ll-ab
< S L e (7):

Whence the boundedness of lim inf u(x) H(z) |z|*? is established.

|z| —+o00

The boundedness of the second limit is similar as above ; this achieves the proof. O

Before stating the last result of this section, we will assume v; > —1, j € {1,2}, and
distinguish the two hypotheses

(H6) min{ey, @€ {1,2,3}} > +1,

(H7) max{a;, i€ {1,2,3}} <7 +1,

forj=1o0rj=2.

Theorem 3. Assume (H4)-(H5) and either (H6) or (H7) holds. If the problem (P) has a
nonnegative global solution, then there are constants a; and 6; such that the following
limits

lim inf W;(z) H (z)|z|%%, j € {1,2}, (21)

|z| =400

are bounded. The real numbers a; and 6; are specified in the proof.

11



Démonstration. As before, the inequalities (11) and (12) imply that there is a positive
constant C such that for j € {1, 2}, one has

X

R

5+ [ Wi(2)® (

RN

) SCHRT) [ Hix)ap (%) . 22)

— 1If (H4), (H5) and (Hg) hold. Consider the function

i H(R,T
ART) = T(W ).

The situation then is similar to that of the last theorem with # instead of 7. Following the
last proof we obtain
9]':9 and a; :a,+1+’Yj,

where a and @ are defined in the last proof.
— If (H4), (H5) and (H7) hold, let #; be the unique positive real number defined by
min(8; +0;(v; +1 - ), i €{1,2,3}) = (y; +1 +a)b;.

It follows from (22) that there is a constant C' > 0 such that

RN Wile)® (%) = R(“+7?+1)94,j RN Hix)q) (%) '

Proceeding as in the end of the last proof, we show that

‘li‘m inf W;(x) H (z)| 2|18 (23)
T|—+00
is bounded. This achieves the proof. O

The next section deals with the nonexistence of global (nontrivial) solutions to the problem
(P) from a different angle : We will present results of Fujita’s type. These results will take
into account the dimension N instead of the behaviour at infinity of the data and of the
nonhomogeneous terms. We refer the interested reader to the valuable surveys by Levine
[25], Bandle and Brunner [4] and Deng and Levine [11] for some background.

3 Necessary conditions for global solvability : Fujita’s type
results

The hypotheses considered in this section are (H1)-(H3). In order to simplify the presenta-
tion, we initially set f = g = 1. We start with the following result.

Lemma 1. Let (u,v) be a weak solution of (P) in Q. Then, if w = 0 or v = 0, one has
u=v=0.

We show this lemma in a general way in order to use some contained results in the sequel.

12



Démonstration. Let ¢, € D(RY x [0, +oc[) be a nonnegative function such that

2
0q(z,t) = D (%) , A>1,

where R > 0 and ® € D([0, +o0]) is the ’standard cut-off function”

1 if o<r<1,
o<em <t e ={y i V35S (22)

Then the equation (5) gives :

[ ealulrdzdieat®) < [ (ollpad + o dp,)) dods
Q Q

1/p (p-1)/p
< ([pontsar) ([ ol Deo drar)
Q Q
l/p (p—0)/p
+ ([wbeadcar) ([ 1aprovp e vasa)”
Q Q

and (4) gives also :

/soRlv\pddeb(R) < | ([ull@gl + [ul"[Apg| + [0 Apy) du dt
Q

Q
/q (4=1)/q
lultp, dx dt) (/ |¢Rt|q/(q—1)%—21/(q—1) dz dt)
Q Q

n/q (g—n)/q
+ ( lullp, dx dt) (/ |Ap, |q/(q*”)g0;"/(q7") dx dt)
Q Q

m/p (p—m)/p
[v|Po, dx dt) </ 1Ap, ‘p/(p—m)(p;m/(p—m) dx dt) ’
Q Q

+
where
a(R):/ o(z) chdeac—i-/ o(z, 1) o, (z,t) dz dt,
RN
and
b(R)=/ o(z) chdex—i-/ 1(z, 1) @ (z,t) dz dt.
RN
1/p
If we set X (R) = (/ lul?p, dx dt) , < [P, dxdt) ,
Q
(—1)/p
A= </ ‘¢Rt|17/(p—1)(‘0—1/(?—1) dr dt) ( Ap, |p/(p—l)(‘0—l/(p—l) dr dt)
R R )
Q
(e-1)/q (g—n)/a
C = (/ ‘(PRt‘Q/(q—l)QO—I/(q—I) dx dt) (/ Ap, |q/ q—n) —n/(q ) de dt)
R I

(p—m)
</ |Ag0 |p/(P m) *m/p m da:dt) ’

13



we then have the following system of inequalities :
X9R)+a(R) < AY(R)+ BY!YR),
(25)
Y?(R)+b(R) < CX(R)+DX"R)+ EY™(R).

It is easy to see that if \ is selected sufficiently large then the integrals A, B, C, D and E
are convergent.

On one hand, if v = 0 then X?(R) is bounded and increasing function of R. Using the
monotone convergence theorem, we deduce that |u|? is in L' (Q) and

lim (Xq(R)-I—a(R)):/ \u|qudt+/ vo() da:+/w2(ac,t) dz dt = 0.
R—+o0 Q RN Q

Then, we have necessarily v = 0, and consequently (u,v) = (0, 0).
On the other hand, if v = 0 then there is a positive constant C, such that Y?(R) <
Co + EY™(R). Since m < p, there is a positive constant C; such that Y(R) < C;. Si-
milarly, the function |v|? is in L}(Q).
Note that instead of (25) we have more precisely
{ XUR)+a(R) < AY(R)+BY'R)
(26)

Y?(R) +b(R) < CX(R)+DX"(R)+ EY™(R),

where
- 1/q 5 1/p
xm@ = ([ Jirasa) L v@ = ([ wrpgasa)
Qp Qr
and Qg = {(z,t) € Q; R <t+ |z|*> <2 R}.Indeed, as before, the equation (5) gives :
[ eulutdzasatm) < [ (vllond+ l1ag,)) ded
Q

- / ([0lln,] + [0 A,]) do dt

Qg

1/p (p—1)/p
< ( / \v\mdxdt) ( / \th\p/@-%;”(p‘”dxdt)
Qr Qg
l/p (r=0)/p
+ </ \v|pg0Rd33dt) (/ \A¢R|p/(pl)g0Rl/(pl)d:vdt) :
Qr Qr

X9R)+a(R) < AY(R) + BY'Y(R).
Similarly, we obtain the second inequality

This implies that

Y?(R) +b(R) < C X(R) + DX"(R) + EY™(R).

14



Now we return to the system (26). Using the dominated convergence theorem, we obtain

lim Y(R) = 0. Hence,
R—+00

lim (Y”(R)—i-b(R)):/Q|v|pdxdt+/RN uo(x)dx—i—/le(x,t)dxdt:O,

R—+o00
which implies that v = 0. This completes the proof. O
The following lemma gives a generalization of lemma 1.

Lemma 2. We use the same notations as before. If X (R) or Y (R) is bounded then u
v=0.

Démonstration. If X (R) or Y (R) is bounded, it follows via (25) that X (R) and Y (R)

are bounded. Then (|v]4, [v[P) is in L'(Q) x L'(Q). Finally, using (26) and the dominated
convergence theorem, we obtain the result. O

Theorem 4. Assume that p > max{m,{} and ¢ > n, with 1 < min{m, n,(}. If one of the
following conditions is satisfied :

1 [—1 N 1
a)Zi<min( BT),—S P
g+1 2 T p

n—1 n'n —n+pg—pn
1 -1 N -1
D)™ <P o min Py X p P
n qg+1 n—1n 2 p—m p—n-+pq—pn
[—1 1 +1 +1 N -1
) e TR L B s
n—1 qg+1 n qg+1 n qg+n n 2 p—m p—n-+pqg—pn
-1 +1 +1 m +1 m N n—+ -1
d) cptl_pl fptl moptl m) _Sp( 9  pq
n—1 g¢g+1 n qg+1 n qg+n n 2 pg—nl p—n+pg—pn

then, the problem (P) has no nontrivial global weak solution.

Démonstration. Let (u,v) be a nontrivial weak solution of (P) and ¢, € D(RY x [0, +00[)
be a nonnegative function such that

t+ |z
0 (z,1) :¢>>‘< 79 ) , A>1,

where § > 0, R > 0 and ® € D([0, +o0|) is the cut-off function defined before. Following
the same method described in the previous proof, we deduce the two systems (25) and (26).
We precise that the different terms appearing in those two systems depend on é.

Using the fact that thf a(R) > 0 and RliT b(R) > 0 and applying Young’s inequality

—r+00 —r+00
in the system (25) one has, for some e, 0 < ¢ < 1,
(1—e)Y? < ¢, (A Cq)pq/(pq—l) + e, (B C«q)pq/(pq—l) + 3, (Eq)p/(p—m)
+ Cae (An Dq)P‘I/(pq—n) + Cse (Bn Dq)P‘I/(Pq—nl) ,

(1—g)XP < o (AP C)ry/ =) 4 &, (AP py/a=n) | d. (B’ Cl)pq/(pq—l)
+ . (B DY o v pplemm) g e/,
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At this stage, we introduce the scaled variables 7 = R %t and y = R~ z. It is easy to
check that for R large enough

ASClRal, BSCQRQQ, CSCgRaS, D <c¢y R* and E§C5Ra5,

where
a (N+6—0dp/(p—1))(p—1)/p,
ay = (N+6—2p/(p—1))p—1)/p,
a; = (N+6-6q/(g—1))(g—1)/g,
ay = (N+6—2q/(qg—mn))(qg—mn)/g,
as = (N+6—2p/(p—m))(p—m)/p.

Finally, we have

(1—¢e)Y (R < ¢, {R® + R2() 4 Rrs(®) 4 Rra®) 4 Rrs@)
(27)
(1—€)qu<c {Rs1 +R52(6)+R83()+R54(6)+Rs5(6)—|—R56(5)},
where
_ q(—=0—46p)
ri(6) = NQ+7pq—1
—16—2
’["2(5) el Nq_i_u’
pg—1
— — -2
r(6) = Ng4 100+ 0pa—0pn=2pg)
pg—n
opg—onl —2pn — 2
ri(6) = N4 L0PIZONZ 2pn o 2p0)
pq — nl
dp—0om — 2
r(6) = Ngt10P=0m=2p)
p—m
p(—=0q—9)
= Np+ 2272 7
51(5) p+ pq—l 3
—on—2
pg—n
dpg —lgd — 16 — 2
5(6) = Np+POPa—la ra).
pq—1
Opg—Oonl —2pg— 21
5.(6) = Np PUOpa—0ni=2pg—2lq)
pq — nl
ss(0) = Np—2-L2
p—m
Sp—6m—21—2p+2
s(0) = NpiRUR=Om p+2m)

p—m
The parameter ¢ is fixed now such that 1 () = r3(9), i.e.

pg—1
§=0,=2 ,
P g+ 1) —n(p+1)
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with p(¢ + 1) — n(p + 1) > 0. Therefore,

(n+pn+qg—1lg—1—p)pg
ri(01) —ra(d1) = 2 ,
1(8) = r2(5) (pg — 1) (—p+n — pg + pn)

(n+pn+q—1g—1—p)npq

r1(61) —ra(d) = —2 (—=p+n —pg+ pn) (—pg + nl)’

(n+pn—m—qm)pq
(=p+n—pg+pn)(p-m)
Note that if (p +1)/(¢+ 1) < min(({ —1)/(n —1),p/n, m/n) (case (a) in Theorem 1)
then r,(d;) = max ri(01). Inthis case, if N/2 < (14 p)(p —n+pg—pn) thenr1(6;) <0
and there is a constant C' such that

q q
Y(R)? = (/ [v|Pp,, dx dt) = (/ [v|Po, d:vdt) <C
Q Qr

where Qr = {(z,t) € Q; 0 <t + |z|®* <2 R%}. According to Lemma 1, we deduce that
u = v = 0. This contradicts our assumption.

7'1(51) — 7"5(51) =

Assertions b), c¢) and d) can be showed in the same manner. O

Theorem 5. Assume that p > max{m,{} and ¢ > n, with 1 < min{m, n,(}. If one of the
following conditions is satisfied :

p+1 -1 1
1) — P2 =L
a) {(m—i—) l>q+1>max(n_1,q)},

N< q+1
2 " pgtqg—ql—1

1 -1 N -1 —
b) {Ii>max(l ,E,(m—i-l)—l)}, — < P +l+p o
g+1 n—1"gq 2 —pqg—q+qgl+1 p—m
I p+1 AR N pg—1 q(p+1)
c) 4-<PT- 1) -1 X<
) {q<q+1<mln<n—1’(m+ ) )} 2 = —pg—q+ql+1 pg—nl
-1 +1 l N
d) {n—l Iq)+—1>max(§,(m+1)—l)}, Egmln{Nl,Nz}
where
-1 l -1 l —
N, = Pt LAetD N, = P +tp—m
—pg—q+ql+1 pg—nl —pg—q+ql+1 p—m

then, the problem (P) has no nontrivial global weak solution.

Démonstration. We follow the proof of Theorem 4 and choose the parameter ¢ such that
51(0) = s3(0),i..0 =62 =2(pg—1)/(g(p+1) — (¢ +1)) withg(p+1) —Il(¢g+1) > 0.
If(m+1)—1>p@+1)(¢g+1) >max{(l —1)(n —1),{/q} (case (a) in Theorem 2) then
s1(d2) = max si(d2). Inthis case, if N/2 < (¢4 1)(pg + ¢ — ql — 1) then s;(d) < 0 and

there is a constant C such that

p p
XPYR) = (/ lullp,, dx dt) = (/ lullp,, dx dt> <C.
Q Qr
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The result of Lemma 1 completes the proof.

Assertions b), c¢) and d) can be proved similarly. O

Comments

1) Note that in Section 3, the positivity of the solutions of (P) is not guaranteed even if the
data are positive. It is then natural that the initial data u(z) and vy(z) may change signs as
well as the nonhomogeneous terms w (z, t) and wq(z, t). Now, our hypotheses are weaker
than those in the literature, i.e. the data may change signs but must have nonnegative inte-
gral. This difficulty was first solved in the scalar case in [22].

2) We are now able to treat the case where f > 0,9 > 0, f ~ t"|z|% and g ~ ¢72|z|% for ¢
and |z| large enough. A slight change in the proof (Theorem 4 and Theorem 5) shows that
we have the systems (25)-(26) with

1/q l/p
( / wipagdsdr) V()= ( / oot dsd)
(v-1)/p
/|g0 ‘p/p 1) (0 f)™ 1/(p— Udmdt)
(v-)/p
[ 18671070, )00

(
(
¢ (/ el (i g) dxdt>(q_l)/q
(
(

I

X(R)
A =

B =

(g—n)/q
D = ([ lag, g0 drar)

(p—m)/p
E - /|Ago I (g, ) 0= m>dmdt) .

This naturally changes the «;, i = 1, ...,5intoay = (N +6 — dp/(p — 1) + B1)(p — 1)/p,
ar=(N+6-2p/(p—1)+B)p—1)/p, a3 =N +6-6¢/(q—1)+ Bs)(a—1)/q,

=(N+6—-2q¢/(q—n)+Bs)(g—n)/q, a5 =(N+05—2p/(p—m)+B5)(p—m)/p,
where

B =~ +md)/(p—1), B2 = (91 +m0)/(p = 1), B3 = —(02+70)/(q — 1),
By = —n(02 +720)/(q —n), Bs = —m(01 +1)/(p —m).

3) This work can be easily generalized to higher order systems with triangular diffusion
matrices under the same type of hypotheses.

4) The method described above can also be used for the more general system :
= |z[® {(=2)""2 (p(u)) + (=A)*"2 (Y(v)) } + f(x, t)k(u) + wi(z,1)
(z,1)

= [aP(=A)*/2 (x(v)) + g(x, )I(v) + wa(z,t)

18



where —(—A)®/2 is the fractional power of the laplacian. A suitable choice of the functions
@, 1 and x are required.

5) If the parabolic problem (P) is replaced by the hyperbolic one, i.e., (us, v;) is replaced
by (u, vy ), our study remains valid. The nonnegativity assumptions on (ug, vy) are set on
(u,, vo,) and the test function changes slightly ; for example

t2 2
0. (7,1) = (%) , A>> 1
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