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Abstract
The existence of multiple nonnegative solutions to the anisotropic critical prob-
lem N
& (| oulP? du .
—Z — — | = [uff" "% in RN
i—1 (9171 a$l 8901

is proved in suitable anisotropic Sobolev spaces. The solutions correspond to ex-
tremal functions of a certain best Sobolev constant. The main tool in our study is
an adaptation of the well-known concentration-compactness lemma of P.-L. Lions to
anisotropic operators. Futhermore, we show that the set of nontrival solutions S is
included in L>®(R™) and is located outside of a ball of radius 7 > 0 in LP" (RN).

Résumé

Nous montrons l'existence d’une infinité de solutions positives pour le probléme
anisotropique avec exposant critique. La méthode consiste a regarder la meilleure
constante d’une inégalité du type Poincaré-Sobolev et a adapter le fameux principe
de concentration-compacité de P.L. Lions. De plus, on montre que ’ensemble des
solutions S est contenu dans L>®(R™) et est localisé en dehors d’une boule de rayon
7> 0 dans LP" (RY).

1 Introduction.

In this paper, the existence of nontrivial nonnegative solutions to the anisotropic critical
problem
Y9 (| ou]r? du

5o | = [l P i RY (1)




is studied, where the exponents p; and p* satisfy the following conditions

N

p; > 1, Z l > 1,
im1 Pi
and the critical exponent p* is defined by
. N
h Zfil p%. -1

In the best of our knowledge, anisotropic equations with different orders of derivation
in different directions, involving critical exponents were never studied before. In the
subcritical case, we can refer the reader to the recent paper by I. Fragala et al [4].

In the special case p; = 2,4 € {1, 2, ---, N}, Problem (1) is reduced to the limiting
equation arising in the famous Yamabe problem [13]:

~Au=v*"" u>0 in RY. (2)

Indeed, let (M, g) be a N-dimensional Riemannian manifold and S, be the scalar curvature

of the metric g. Consider a conformal metric g on M defined by ¢ := uﬁg whose scalar
curvature (which is assumed to be constant) is denoted by S;, where u is a positive
function in C*°(M,R). The unknown function u satisfies then

N -2 N -2

TR N T T v =)

Ssu ™', w>0in M, (3)
where A, denotes the Laplace-Beltrami operator. It is clear that, up to a scaling, the
limiting problem of (3) (Equation (3) without the subcritical term %Sgu) is exactly
(2). The question of existence of minimizing solutions to (2) was completely solved by
Aubin [1] and G. Talenti [9]. Their proofs are based on symmetrisation theory. Notice
that this theory is not relevent in our context since the radial symmetry of solutions can
not hold true because of the anisotropy of the operator.

In [5], P.-L. Lions introduced the famous concentration-compactness lemma which consti-
tutes a powerful tool for the study of critical nonlinear elliptic equations. The concentration-
compactness lemma allows an elegant and simple proof of the existence of solutions to
(2) by minimization arguments. In the present work, we will adapt the concentration-
compactness lemma to the anisotropic case and show that the infimum

N 1 Pi
Inf —
Jul > (11@1\’):1 {; Di i }

is achieved, of course, the functional space has to be specified.

The motivation of the present work is to give a new result which can provide extremal
functions associated to the critical level corresponding to anisotropic problems involving
critical exponents. Notice that the genuine extremal functions are obtained by minimiza-
tion on the Nehari manifold associated to the problem and the critical level is nothing
than the energy of these extremal functions.
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The natural functional framework of Problem (1) is the anisotropic Sobolev spaces theory
developed by [6, 11, 7, 8, 10]. Then, let DYP(R™) be the completion of the space D(RY)

with respect to the norm
N

ou
5= 3
' = 119zill,,
It is well known that <D1’ﬁ R, )1l F) is a reflexive Banach space which is continuously

embedded in LP" (RN )
In what follows, we will assume that

P+ = maX{pla b2, - pN} < p*a

then p* is the critical exponent associated to the operator:

N9 P2 g

The space DMP(RY) can also be seen as
_ . 0
DI (RY) = {u e " (RY) . |

0
8@
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€ Lpi(RN)} :

In the sequel, we will set p_ = min{py, p2, ..., pn}, p+ = max{p1, ps2, ..., py} and
D = (p1, p2, -+, Pn). Also, the integral symbol [ will denote and |||l »; Will denote
N

R
the usual Lebesgue norm in LPi(RY). We denote by IM(RY) (resp. M (RY)) the space
of finite measures (resp. positive finite measures) on RY, and by ||-|| its usual norm.

2 Existence of extremal functions for a Sobolev type
inequality
In this paragraph, we shall prove that a certain best Sobolev constant is achieved.

Theorem 1 Under the above assumptions on p;, 1 = 1,...,N, N > 2, there exists at
least one function u € DVP (RY), u >0, u#0 :

D
il
The proof will need two fundamental lemmas, the first one is a result due to M. Troisi
[10]:

Lemma 1 (Troisi [10])
There is a constant Ty > 0 depending only on P and N such that :

i—2
pi au

8%2‘
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> =uP ' in D/(RY).

N

Ty |lull,. <1

J=1

1
~ 1 X
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and ||ull . < —
p NT, —
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for all w € DVP (RYN).



The second lemma is a rescaling type result ensuring the conservation of suitable norms:

Lemma 2

Let a; = p——l, i=1,...,N. For every y € RN, u € DVP (RVN), and X > 0, if we write
Di
v=(x1,...,7n), y= (y1,-- -, un), v(x)=uM(2) = Mu( N2y +y1,. .., NNy + yn),

we get

= v
B H ov
) ox;

p*

ou
afl]i

, fori=1,..., N,

pi

thus, |[ull; = ”“A’yHL?'
Proof.
N

Noticing that Z a; = p*, a straightforward computation with adequate changes of vari-
i=1
ables gives the result.

Lemma 3

N1 ou||”
Let § = Inf Z — . Then S > 0.
u€DLF (RN), [|ull,»=1 | = Pi Oz; i
Proof.
= 1, then
N
0
Y lle=|l =NTy >0 (4)
i1 Oz; i

Using standard argument, the infimum

N N
1
Inf {Z ;afl7 (ala-.-,an) € RNy Zai 2 NTo, a; 2 O} iSl
i=1

i=1 47
is achieved and thus this minimum is positive. By relation (4), one concludes that S >
Sl > 0. <>
Corollary 1 of Lemma 3 (Sobolev type inequality)
Let p_ = min(py,...,pn), P+ = max(p,...,py) and F be the real valued function defined

oP+ if o<1,

Then for every u € 'Dl’?(RN), one has

pi




Proof.

Let u be in DVP (RN). If u = 0 the inequality is true. If u # 0, set w = HL, then from
||«
p

the definition of S one has : Ny

Zl

1 Pi

pi

> S, (5)

813

pi

Since tP¢ < tP+ if ¢ > 1 and t?* < P~ otherwise, the result follows from relation (5) and
the definition of F. O

Remark 1 Along this paragraph, we only need the inequality :

P < P(Vu) whenever

<L

We shall call (P) the minimization problem

iy}
(P) It {Z -~

1 Di

ou
81‘,‘

pl} = Inf 1{P(Vu)}.

I e

Let (u,) € DVP (RN) be a minimizing sequence for the problem (P). As in [5] and Willem
[12], we define the Levy concentration function:

Qn(A) = sup / lup " dz, A > 0.
E(y

yeRN
Here E(y, \*', ..., A\*N) is the ellipse defined by
N 2
i — Yi
{Z—(Zl,...,ZN) e RY, Z(v—a‘?) < 1}
i=1
with ¥y = (y1,...,yny) and o; > 0 as in Lemma 2. Since for every n, }\irr(l) Qn(A) =0

1
and Q,(\) —— 1. There exists A\, > 0 such that Q,(\,) = 7 Moreover there exists

A—+o00
. 1
/ lu,|” de = =.
B3l 0N 2

yn € RY such that
Thus by a change of variables one has for v, =u)\"¥" :

. 1
/ v, |” do = = = sup /
B(0,1) 2 yern B(y,1)

ov,, B

8:&- i N 8:171 i

bounded in D7 (RY) and is also a minimizing sequence for (P). We may then assume
that :

§
P dex.

P(Vu,) = P(Vv,) we deduce that (v,) is

Since [|vn |- = |lun

p*

e v, — v in D" (RV),



) Di
O — M in m+(RN)7

(v — )

o |v, — v’ = v in MT(RN),
o v, — v aein RV,

We define :

N

N

foo = lim EZ L Oun [ dz (6)
e R—+0c0 n — Di |z|>R 81‘2 ’
Voo = lim lim 0|7 dz. (7)

R=teo n Jig|>R

We start with some general lemmas. First by the Brezis-Lieb’s Lemma [2], direct compu-
tations give the following

Lemma 4
o, [P = P 4 v in 9UH(RY).

The lemma which follows gives some reverse Holder type inequalities connecting the mea-
sures v, u and p;, 1 <@ < N.

Lemma 5
Under the above statement, one has for all ¢ € C>°(RY)

z%* 1 & Vi
p* dl/> < = (/ i g z) ! ’
(/|90 Tog ol dps
" z%* 1.1 1,1 1] i
(frorar)™ < o gt L (floran)™
0
Proof.
Let ¢ € C>°(R") and set w,, = v, — v. Since /|<pr P w, |7t da — 0, we then have :
8 pi . a N pi .
lirrbn/’axi(gown) da::lign/\gopl aixl dw:/\gopl dp;. (8)

Thus from Lemma 1, it follows that

1 1 N _1
* p* . * p* 1 . Np;
([rerar)” =tim( [1owar)” < 2T f1oran)™ . )
1

=

s

On the other hand, since

[1e

Py

. 1—Pi Py
P i <yl ( [ 1ot du) (10)

P dp <p+/\90

7



N
applying the estimates (9) and (10) and knowing that Z =1+ —, we deduce
D

([roran)” <ot e (f |¢|p+du>

This ends the proof. %
We then have [[v][ . < 1. So if [[v][,. =1 then v is an extremal function since P(Vv) <
liminf P(Vuv,) = S and S < P(Vv). Thus, we want to show that fact, by proving that if

it is not true then we have a concentration of v at a single point and therefore v = 0.

Main Lemma

o]« = 1.
The remainder of this section is devoted to the proof of the main Lemma

Lemma 6

If v # 0 then
lim ||v, = |v||b. < 1.
Proof.
From Brezis-Lieb’s Lemma we have :
nin( 5*—||vn—v§*>:||vz*,
Since »+ = 1, we derive the result. O
Lemma 7
Slvll7 < [l

Proof.
For large n, according to Lemma 6, we have :

/|Un—v|p*dx<1

Thus for all p € C(RY), |¢|.. < 1, it holds:

by
i n — U pi
st n-o)" <1 [1et |20 v,
Letting n — 400, one gets :
N
s([lerar)” <X o< . (1)
im1 Pi
Using the density of C2°(RY) in C.(RY), we get then
S( s [flerar) <l
PeC(RY), o] =1
that is the desired result. &



Lemma 8 Let g be in CY(R), 0 <Ypr <1, Yp=1if|z] > R+ 1, ¢Yr(z) =0if |z| <
R. Then for any v; >0, 1 =0,..., N, the two equalities

Voo = lim lim [ |v,|" ¥} dz,
R—+0c0 n
N
L ov, |
oo = lim hmg — Rldx.
R—+40c0 n 1 Di (91:1
1=

hold true, where v, and o, are defined by (6), (7).

Proof.
As in Willem [12], one has :

/ |vn|p* dr < / |vn|p* YRdr < / |vn|p* dx,
|z|>R+1 |z|>R

pi Di
/ vy, e < / vy, < / vy, .
|z|>R+1 8(131 aZL’Z |z|>R 6%
We conclude with the definition of v, and pi. &

Lemma 9
Let w, = v, —v. Then, for any v; >0, 1 =0,..., N, we get

Voo = lim Tim [ |w,|” ¢0dz,

R—oco n

and S
Wn ' Vi
Proof.
Since D0 |7
[ 1o = | V=0
Thus
I%lm hm/|wn|p YRdr = hm hm/|vn|p YRdr = v

and N

— 1 ow,, |* 1 o |

iy [ 5 dm—éf;oh,?lZI;i/ ui| Vi

Lemma 10

pi
SVO% < Moo



Proof.
From Lemma 6, we know that for n large enough, we have

/ 0wl < / " de <

Thus by Sobolev inequality (Corollary 1 of Lemma 3), it follows

(i)’ <52

’d*‘ =

pi

(¢an)

I

(‘9@-

’% 1] &
(RLIIEOO hm/ |¢an|l’ dm) S RETOO@; ]7,/ ox; (Yrten)

Since

/ g | _ 0

“pi J | Ox; ’
then
N .
1 0 bi ow,, |**
AT o (g ()| = hi“z = ' I
relation (12) and Lemma 9 give :
pi
SVOPO* < Hoo-

Following again the arguments used in [12] we claim that:

Lemma 11
= ]I% + [|V] + Voo

Proof.
From Lemma 4, we have :

e ({2
Thus
lim lim [ (1—¢%) v, dx:/|v\p* daH—/du.

R—+o00 n

p*

Rewriting [[v,[[;. as
Jonlly: = [ L= 0B ol + [ 05 el
we obtain
. p* o . . _ p* p* . T p* p*
fim o =l tim [ (0= o) o+t T [ 08 o

= vl + Il + s

Next, we shall prove the following corollary:

10
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Corollary 1 (of Lemma 5)
There exists an at most countable index set J of distinct points {z;};e; C RN and non-
negatiwe weights a; and b;, j € J such that :

1. v= Zaﬂxj.

jedJ

2. = bid,,.

jedJ

P+

3. Sal” <bj, VjeJ.

Proof.

The proof follows essentially the concentration compactness principle of P.L. Lions [5]
because we have the reverse Holder type inequalities of Lemma 5.

Indeed, the second statement of this lemma implies that for all borelian sets E C RY,
one has:

V(E) < cuu(E)+ | (13)
Since the set D = {z € RY : p({z}) > 0} is at most countable because u € IM(RY),
therefore D = {z;, j € J} and b;=p({z;}) satisfies p > Z bjdg,;.
jeJ
Relation (13) implies that v is absolutely continuous with respect to p, i.e., v << pu

and
v(B(z,r)) . oy !
M(B(x’r)) g ,LL/’L(B< Y )) 9

provided that H(B(x, 7“)) # 0 (remember that p* > p,). Thus, we have :

_ ) V(B(:L’,T)) .
() = [t o)

B(z,
D,v(z) = lim —V( (z.7))
r—0 pu(B(z,7))
Setting a; = D,v(z;)b;, relation (13) implies that v has only atoms that are given by
{z;}, that we have already get.

and

=0, ppae onRY\ D.

Let ¢ € CX(RY), p(z;) =1, ||¢ll, = 1. Then, using statement 1. of this corollary
and relation (11), we have

Bt . |
st <s( [l a)” <32 1o
i=1 "

We shall consider ¢ € C®(RY), 0 < ¢ < 1, support(¢) C B(0,1), ¢(0) = 1. We fix

Dt .1 .
j € J and set x; = (xj1,...,%TjN), ¢ = f‘p , © =1,...,N. Then a;=— satisty
P —Di qi

Pt
p*

11



N
Zak — a;q; = 0. For € > 0, we define, for every z € RN, 2 = (z1,...,2y):
k=1

21— X IN — T
¢g(z):¢( 18a1 o NgaNﬂ’N). (15)
Thus we have : 96, | 96 |
/‘31’6 &C (2)dz (16)

and then
y

pz qi 1_; P*
/ ( ) / Lol dz — 0. (17)
B(z;,max; £94) e=0

Lemma 12 Let x; € D and ¢. be the function defined above associated to x;. Then :

Ooe
8%

3¢

P

P 1 _
1 1 Di
Saf < }:H% hrlin E ) /¢€

Proof.

Since 0 < ¢, < 1 then d:c 1. From Corollary 1 of Lemma 3, it follows

GRS v
S d <) — cUn 18
( .) Zp/ - (620) (18)
From relation (17), we have
. a(bﬁ bi Pi .
}:13(1)/‘0_3:1 |v|”* dx = 0. (19)
Since 96, "
: € pz _
o f[ o
then one has :
N . N :
N AP N AT N
ll_r)%hinzzlzz/‘a—%(gbgvn) dlel_r}%hénizlg/ o, PPidx (21)

From relations (18) and (21), knowing that |v,[”” — |[v[”" + v (see Lemma 4), we obtain

pi

dz.

12



Lemma 13
ov,, |
(9a:i

Assume that — 1 in MY (RN). Then

i Pi

+

P4
1. ForalljeJ, Sa}” < lir% f(supporte, )
£—

1
(one has support ¢p. C B(x;, max; 4 )).

2. |l = Slv| ™ + P(Vo).

8. S =lim, oo P(VUn)= 1] + poo = P(Vv) + 5| + Hoo-
Proof.
From Lemma 12, since ¢2* < ¢, and
N
— 1 ovy, [
li — [ |5 < [ o,
17?1;pi/¢6 Ox; ! /gbu
one obtains
P+
Saj hm/gbgdu hm,u (B xj; lrgzgvng ) (22)
110v
This shows that {z;};c; are all atomic points of i and since Z — is orthogonal
= 1
to the atomic part of i, one deduces from relation (22) that
IS o 2
jeJ =1 pi a$z
This implies in particular that :
2l] = Z * 4+ P(V). (24)
jeJ
Since p—j < 1 one has
p
pi
) 2
Zaj < aj . (25)
jed jed

Asv = Z a0z, it holds
Jj€J

Il =) a, (26)

j€J

which means, combining relations (24) to (26), that :

il > S vl + P(Vv).

13



For the last statement, we argue as before:

S = lim P(Vu,)

Al
= lim lim 1—¢RZ

R—+oc0 n Di
=1

. . ov,, [P
+ gl T / sz

ox;
where g =1on |z| > R+ 1,0 < ¢Yr < 1, vp =0if |z| < R, ¥r € C(R).
By the definition of ji, one has :

ov,, [P
ox;

Di

iy}
lim lim [ (1 —g) —
R—400 n P Di

ov,, [P
6(131'

o =ti [ (1= vm)dfi = 7.

and (see Lemma 8):

ov,, |P
lim lim E d = lhoo,
Rotoo / Vr < Di ox; r=a
thus, by the preceding statements:
S = |Ifill + poo = P(V0) + S V]| 7 + proc.

Lemma 14

If [|v] - <1 then |lv]| =1, vo =0 and v =0.
Proof.
From Lemma 10, we know that
pi
SvE < floo-

And by Corollary 1 of Lemma 3, we have

Sl < P(Vo).

From the last statement of Lemma 13 and the above inequalities we deduce that :

' By
$ 2 ()5 + vl + v ).

Thus we obtain, due to Lemma 11, that
P7+
P

+ * *
g ) <= (Il + vl + v

(o) + 1

Using the inequality

bt Py
p*

(1 + Wl + v ) ™ < llollE +1

bl
S

*

8

9

14



we get

2t py B P 3
ol + ol + v = (1ol + vl + veo)

It follows that ||v

1 .
Voo < —, since / |on|” dx = =, we conclude that vy, = 0, ||v
2 B(0,1) 2

g: , 7|l and v are equal either to 0 or to 1. But using the fact that

o < 1 (by our assump-

tion) so that v = 0 and thus ||v|| = 1. &

Lemma 15
If ||v o <1 then the measure v is concentrated at a single point z = x;,.

Proof.
Since

pi
S= Il + i > 53

jeJ

(see relation(24)) and 1 = ||v|| = Z aj, we then have :

jed
Py Py
p* Py p*
(Sa) 5> (D)
jed jed jed

Thus the a; are equal either to zero or to 1 that is, there is only one index ¢y such that
aiozlandaj:0forj7éiozyzai05$i0. &
End of the proof of the main Lemma :
If |lofl,- < 1 thus v concentrates at z;, and [[v|| = 1. On the other hand we have
1 . .
— = sup / o [P > / |vn|” dz — ||v|| = 1, which is impossible, we conclude
2 yerN JBG) B(ig 1)
then that [|Jv[| . = 1. &

Consequently, the function v is a (non trivial) extremal function that can be chosen non-
negative (replacing v by |v]).

End of the proof of Theorem 1 :
From usual Lagrange multiplier rule, there is A\g > 0, such that :

_i o (|ow
— ox; \ | 0x;

1 1
A similar rescaling argument used above (say v(A, " @1, ..., Ay "N zn) ) gives the result.

i—2
Dpi a/U

Gxi

> = A" "' in DVP(RNY.

The multiplicity of solutions comes directly from Lemma 2, that is :

15



*

Lemma 16 :
Let o € R, oy = ozp——oc, i=1,...,N and u € §. Then, for all X € R for all

Pi
z=(21,...,2n) € RY, the function defined by
uM(x) = A u(AN 2 + 21, .., ANV oy 4 2y),
with x = (1, ...,xyN) belongs to S.

Proof.

It is the same as for Lemma 2 using a direct computation.

3 Some properties of the solutions of (1)

We want to show first the :

Proposition 1
Any nonnegative solution u being in DYP (RYN) of (1) belongs to LY(RYN) for all p* < q <
+00.

Proof.
We follow the proof of [4]. Let a > 0. Let j be fixed in {1,..., N}, for L > 0 (large) we
define @; p=umin[u®s, [Pi] € D"P (RY) and for all i

|0;u|” 2 Qpudyp; > min[u® LP7) |0l a.e, (27)

and
|0;(w - min[u®, L))" < (a + 1)" min[u®, L] |0;ul”  a.e. (28)

Choosing ¢, 1, as a test function, one has :

pi—2 81%(91'%0]'7]4(11'

N
min[u®, L] |Ojul” dv < / |0;u
i=1 /RN

RN
= / u”” min[u®’ | L] dx. (29)
RN
Introducing k£ > 0, one has :
/ uP” min[u™, LP]dr < k“pﬂ'/ up*da:—i—/ u?” min[u®, [P7]dx. (30)
RN RN u>k
Writing that :
/ uP” min[u®? | [Pi)dx = / uP” "PiyPi (min[u®, L))" de. (31)
u>k u>k

The Hélder inequality applied to the right hand side of relation (31) shows that :

Py
o

1-24 =
/ uP” min[u®, LP])dx < (/ up*d:v) (/ (uminfu®, L])p*) - (32)
u>k u>k RN

16



By the Troisi’s inequality (see Lemma 1)

1 1

(/RN (uminfuc, L])P*) "< "

([, 10 omintur, £ )" (3)

Setting I; = </ |0; (u min[u?, L})|pi) pi, £ = / u”" dz, relations (28) to (33), lead to :
uz>k

1>

[0yt mintut, 2P e < (a1 [ minfu, 2] 0yl do

< (a+ 1Pk ( / up*d:c>

(a4 1)Pie [ (/|a wminfu®, )|’

Thus, for all j :

¥

I < (a+ 1)k (/up*dx>p Feat el " (i]) (34)

=1

> +c(a+1)< ”f B > (ZI) (35)

Since lim ZepJ ” = 0, there exists k, > 0 such that for all k& > k,, such that

The relation(34) infers :

N
Z[j a—|—1 (
j=1

k——+o0
N 1 1
pr _ 1 : :
cla+1) Zekj < 3 Thus relation (35) infers then

j=1
N
> L <2a+1) k:“ , for k> k.
i=1

By the Troisi’s inequality, one has :

Mz

Ju - minfu®, L] - < ¢

I; < a+1k“2|

Letting L. — +o00, one has :

N
|u |- < 2c(a+ 1)k Z |
=1

Let ¢ = (a + 1)p*, then we obtain the result. O

17



Proposition 2 Any nonnegative solution u being in Dl’?(RN) of (1) belongs to L= (RY).
Moreover, there exists a number 1y depending only on p;, N such that

» =2 T0o >0, for u non trivial.

Proof.
For u > 0 solution of (1), we set A, = {z € RY, u(z) > 7} and | A,] its Lebesgue measure.
Since p* > p., one can choose ¢ > p* so that

1 * 1 1
5i——+(1—p—)(1——) > 0.
p* q p*) pr—1

Let ¢r = (u — k)4, for k > 0 fixed. Chosing this function as a test function and using
proposition 1, one has :

N

Do ||” . ) (1L
S ol = [t - me <alagCD0H) (36)
i=1 I 9T llp,
with ¢ = [Jull? .
Since [|¢x |, < [lull,., thus the corollary 1 of Lemma 3 and relation (36) imply :
O || ) (- L
2 < DO g (37)
P
ith ¢y = ! M =
with ¢y = S—p_ 1<jach <| ) , C3 = C1Ca.
Thus,
L () (1—L
< sy ()0 (33)

1
with ¢, = c57 . By Cavalieri’s principle, Holder inequality and relation(38), one has, for

all k> 0:
+oo
/ |A;| dr = / (u— k) (z)do < A7
k RN

This last relation is a Gronwall inequality, which shows that V& > 0

o S G | Ayl (39)

R RN (40)
Setting
s 3 _1+e s 15
=" -V
and noticing that
-

thus relation(40) becomes :
bO . Ty
fullg <Inf [k 22| = (4 1)y 55 (41)
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Separating the contribution of ||ul[, and ||u[,., we have a continuous map A : Ry — Ry
and constants c; > 0 and 3 depending only on p,, p, so that

lullo < cs ully Adlull,), (42)
‘L 6 p* —1 A( ) |: p* M ( p+—p-) (1+€)1(1+“/)
wi = , A(o) = |o ax (oPt7Pi
(P =D +)(1+7) 1N
Thus, from relation (42),we deduce
1-5(1-20) pE-
lulloe  *7 < o5 [Jull,.” Affull,.) for u 0. (43)

But the number k=1 -3 (1 — L 0, so relation (43) implies that there is a number

q
7o > 0 depending only p;, p* such that [|lu|/,. > 70 > 0. O
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